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Risk, Uncertainty, and Learning in
Nanomaterials Regulation: An Analytical
Framework

Aline Reichow*

The regulation of nanomaterials is still surrounded by scientific uncertainty regarding their
potential human health risks. It is therefore useful to consider learning approaches in the
process of regulation. Effective regulation is conceptualised with regard to collaborative ac-
tivities of state and non-state actors that enable mutual learning regarding the health risks
of nanomaterials. A theoretical framework is offered for studying learning processes in the
area of occupational safety and health. Drawing on the network governance literature, three
learning types (namely substantive, strategic, and institutional learning) are distinguished.
Analytical conditions are proposed and applied to the case of nanomaterials in Germany,
thereby offering insights into learning processes in industry-initiated collaborative activi-
ties. It is concluded that the development of trust among network collaborators is decisive
for learning processes. Accordingly, a proposal for research into specific stages of trust de-
velopment is made.

I. Introduction

Since approximately 2004, a general concern has
been voiced regarding the potential health risks of
nanomaterials starting a debate and research aimed
at uncovering and managing the risks of nanomate-
rials.1 Such a development can be seen as a common
effort to protect society from the potential detrimen-
tal effects of technological innovations while lever-
aging the economic potential of these technologies.
What would appear special in the case of nanomate-
rials is that, from the onset, a wide array of public
and private actors in Europe, and particularly in Ger-
many, began to collaborate to ensure the responsible
development of nanomaterials.2 This joint effort ap-
pears to be the result of learning from past experi-
ences with the introduction of genetically modified
organisms (GMOs) in Germany, and in the European
Union (EU) more generally, from 1990 onwards.3 In
that case civil society groups were only, it would at
least publically seem, brought into discussions with
the government at a late stage, after a generally neg-
ative image of GMOs had already been ‘anchored’ in
public opinion, with a focus on their potential risks
to health and the environment. As a result, it was no
longer possible to discuss the proposed positive ef-

fects of this new technology resulting in the rejection
of GMOs in the EU at large.
Learning fromthese experiences, researchwas car-

ried out into the potential human health risks of
nanomaterials at an early stage, i.e. in parallel to the
development of this technological field.4 More than
a decade of research has indicated that nano-sized
materials do not seem to possess any ‘nanospecific’
toxicity, i.e. completely novel mechanisms of toxici-
ty as result of their size.5 In other words, no sudden
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change in hazard was observed for particles below
100 nanometres (nm) in one dimension.6 Therefore,
to consider all nanomaterials as a priori hazardous
seems unjustified. However, data on the chronic ad-
verse effects of nanomaterials are sparse.7 In order
to facilitate hazard assessment, and thereby risk as-
sessment,8 it has been proposed that nanomaterials
be categorised into three groups according to their
route of exposure and mode of action:
1. Chemicallymediated toxicity (releaseof toxic com-
ponents, functional groups resulting in toxicityde-
pending on chemical identity),

2. Fibre toxicity (respirable, biopersistent, rigid,
World Health Organization (WHO) fibre dimen-
sion9, no chemically mediated toxicity leading to
asbestos-like action (inflammation, lung and
mesothelial tumours),

3. Granular particle toxicity (respirable, biopersis-
tent, no chemically mediated toxicity leading to
inflammation and tumours).10

Such efforts to facilitate hazard assessment for nano-
materials are important as it is likely that rigid ma-
terials in the World Health Organization (WHO) fi-
bre dimension, such as some long and thin multi-
walled carbon nanotubes (MWCNTs) handled at
workplaces, put employees at risk as they present a
hazard comparable with that of asbestos. The Inter-
national Agency for Research on Cancer (IARC),
which forms part of theWHO, has assessed one spe-

cific type of MWCNTs as potentially carcinogenic;
for other types, insufficient data was available to as-
sess their carcinogenic potential.11 Moreover, “tradi-
tional” testing strategies offer only a limited view;
they must be adapted and validated in parallel to the
material innovation process.12

It is important to acknowledge these challenges
because employers in Europe are by default legally
obliged to protect the health of their employees who
handle chemical substances, including nanomateri-
als, in workplaces by having risk assessment and
management in place. This employer obligation is
grounded in various EU directives and in the Regis-
tration, Evaluation, Authorisation and Restriction of
Chemicals (REACH) Regulation and it has to be im-
plemented by the Member States. However, scientif-
ically coherent risk data on particular nanomaterials
is still scarce, whichmakes it difficult to conduct risk
assessment for such nanomaterials. Therefore, in or-
der to be able to comply with existing regulations,
employersneed to learnhowtomake risk assessment
applicable to nanomaterials. Accordingly, regulators
need to learn whether existing health and safety
frameworks are evidently protecting employee
health.13

This article argues that regulators and employers,
who collaborate in common activities, can mutually
learn from each other how to improve existing risk
assessment frameworks for nanomaterials. The cru-
cial question in this context is how we can research
such learning processes. The question is answered
by developing a tentative analytical framework for
learning processes in relation to technological regu-
lation characterised by scientific uncertainty. So far
no comparable analytical frameworks are available.
To demonstrate how the framework can help to re-
search learning processes, it is applied to the case of
nanomaterials in Germany.
Learning processes are investigated in collabora-

tive activities that include representatives of German
industry, regulatory agencies, academia, consultan-
cies and non-governmental agencies. In total seven
collaborativeactivitiesare investigated, ranging from
internal working group meetings to public work-
shops and surveys. The activities took place in the
time period between 2003 and 2014 and were initi-
ated by the German Chemical Industry Associa-
tion (VCI) with the goal to make risk assessment ap-
plicable to nanomaterials. The investigation of learn-
ing processes is based on data from publicly avail-
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.ttl.fi/en/publications/Electronic_publications/Nanosafety_in
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able (policy) documents related to the collaborative
activities and qualitative, semi-structured interviews
with involved actors. The data was generated in the
context of a PhD project. The interviews were done
between 2012 and 2014 either in person or by phone.
In total 23 interviews were conducted, which lasted
on average 45 minutes. The interviews were coded
and analysed following the analytical categories de-
veloped in section four of this article.14

Following the introduction, in section two the cur-
rent European and German regulatory framework is
spelled out under which nanomaterials in the occu-
pational safety and health (OSH) environment are
captured and challenges in regard to effective regu-
lation are identified. In section three, key challenges
are conceptualised as a network governance problem
to be dealt with through collaborative activities by
non-state and state actors that facilitate learning. On
this basis, in section four, analytical categories and
conditions for the study of collaborative activities are
developed and applied to the case of nanomaterials
EUOSHregulationas implemented inGermany.This
section forms themain body of the article. In section
five, key findings are discussed and aspects for fu-
ture research in the field of regulation and gover-
nance are proposed.

II. Regulatory Framework and
Challenges of Effective Regulation

Under the current regulatory framework in the EU,
nanomaterials handled in workplaces are not regu-
lated specifically but generally as ‘chemical sub-
stances’. By default, employers are legally obliged to
protect the health of their employees who handle
chemical substances in workplaces, ideally through
having risk assessment andmanagement in place. In
Europe, one of the key pieces of legislation with re-
gard to health and safety at work is the Framework
Directive 89/391/EEC of 12 June 1989 on the introduc-
tion of measures to encourage improvements in the
safety and health of workers at work. It lays down
the specific tasks entailed in the employer’s duty to
ensure the safety and health of workers; to that end,
the employer shall be in possession of an assessment
of the risks to safety and health at work, and accord-
ingly shall decide on the protective measures to be
taken and the protective equipment to be used.15 In
addition, Directive 98/24/EC lays downminimum re-

quirements for worker protection from risks to their
safety and health that (are likely to) arise from the
effects of chemical agents handled at the workplace.
Employers shall determine whether any hazardous
chemical agents are present at the workplace. If so,
any risk to the safety and health of workers arising
from those chemical agents shall be assessed.16

In addition to OSH legislation, chemicals in work-
places are also regulated by the Registration, Evalu-
ation, Authorisation and Restriction of Chemicals
(REACH) Regulation. Pursuant to Article 6(1) of the
REACH Regulation, importers and manufactures
must register a chemical substance each calendar
year. The registration is volume-based andmust con-
sist of a technical dossier and a safety report contain-
ing information about the substance’s properties, to-
gether with a safety assessment that includes a haz-
ard characterisation and, under certain circum-
stances, an exposure assessment and a risk charac-
terisation.17 Accordingly, a registrant shall identify
and apply appropriate riskmanagementmeasures.18

Employers in the EU are thus legally obliged to
care for the safety and health of their employees by
having risk assessment for chemicals in place. In case
of non-compliance employers may be subject to civ-
il penalty imposed by a court. The EUMember States
are responsible for the implementation of EU OSH
and chemicals regulation as well as for the transpo-
sition of directives into national law. As this article
investigates learning processes in the case of nano-
materials in Germany, the implementation of direc-
tives into German legislation are explained briefly.
Framework Directive 89/391/EEC is implemented

into German legislation through the Safety and
Health at Work Act, or the ‘Arbeitsschutzgesetz’ (Ar-
bSchG). Employersmust ensure, and improve, health
and safety at the workplace by conducting risk as-

14 Detailed information regarding the selection of interviewees, the
analysis of the empirical data, and the collaborative activities
analysed is available online; see Reichow, Effective Regulation,
supra, note 2.

15 Framework Directive 89/391/EEC on the introduction of measures
to encourage improvements in the safety and health of workers at
work, section ll, article 9(1), OJ 1989 L 183/1.

16 Council Directive 98/24/EC on the protection of the health and
safety of workers from the risks related tochemical agents at work,
OJ 1998 L 131/11.

17 Commission Regulation (EC) No 1907/2006 of the European
Parliament and of the Council on the Registration, Evaluation,
Authorisation and Restriction of Chemicals (REACH), articles 6
and 14, OJ 2006 L 136/3.

18 Ibid.
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sessments for (among others) chemicals that may in-
volve a risk and that are handled at the workplace.
The results of the risk assessment serve to inform the
choice of health and safety measures. The employer
must document the results of the risk assessment and
the measures that have been taken to ensure the
health and safety of workers.
In addition to the ArbSchG, the Hazardous Sub-

stances Ordinance of 26 November 2010 (BGBl. I
p. 1643) (‘Gefahrstoffverordnung’, GefStoffV) is rele-
vant for OSH and serves to implement Council Direc-
tive 98/24/EC. As such, employers are required–based
on the results of the risk assessment–to establish
whether workers perform activities involving haz-
ardous substances, or whether hazardous substances
may arise or be released during workplace activities.
If this is the case, all risks to the health and safety of
workers must be assessed. In addition, the risk assess-
ment and measures aimed at ensuring, or improving,
health and safety at the workplace shall be in accor-
dancewithvariousTechnicalRules forHazardousSub-
stances (‘Technische Regeln für Gefahrstoffe’, TRGS),
if available, from the Federal Institute for Occupation-
al Safety and Health (BAuA). TRGS are determined
and adapted by theHazardous Substances Committee
(‘Ausschuss für Gefahrstoffe’, AGS) of the FederalMin-
istry of Labour and Social Affairs and reflect the state
of the art of technology, science, and occupational
health related to work with hazardous substances.
Against this backdrop, employers are likely to face

difficulties in complying with the obligation to have
risk assessment for nanomaterials in place. As men-
tioned earlier, this is due to the continuing scarcity
of scientifically coherent toxicity and exposure risk

data for particular nanomaterials, whichmakes it dif-
ficult to apply risk assessment to these nanomateri-
als. Furthermore, it is challenging for regulators to
knowwhether existinghealth andsafety frameworks
are evidently protecting employees’ health.19

Given the scientific uncertainty, regulatory schol-
ars have signified the regulation of nanotechnology
as a “wicked” public policy problem.20 21 Fundamen-
tal data relating to certain nanomaterials need to be
obtained from industry so as to allow regulators to
learn to assess anddealwith potential risks adequate-
ly.
Nanomaterials, as is generally the casewith emerg-

ing technologies, bring with them an asymmetry in
the possession of resources such as knowledge or sci-
entific expertise critical to risk governance.Non-state
actors, such as manufacturers, typically have more
resources thangovernment agencies.22 23 It is unclear
how sharing of required resources in collaborative
activities can contribute to the process of regulation.
To shed light on this issue, in this article collabora-
tion between regulators and industry is conceptu-
alised by employing the literature on governancenet-
works. Against this background, a framework is de-
veloped for the analysis of learning in governance
networks that allows us to understand how such net-
works can contribute to the effective regulation of
nanomaterials through learning processes.
Most often effective regulation is defined as the

degree to which policy goals have been achieved
through the rule compliant behaviour of the regulat-
ed parties.24 In the case of nanomaterials OSH regu-
lation, the prevailing scientific uncertainty means
that we do not know whether existing rules evident-
ly mitigate risks and protect employees or whether
companies are able to complywith these rules. There-
fore,when talking about effective regulationweneed
to consider practices bywhich rule compliance is pre-
pared; namely through activities bywhich regulatees
understand and learnhow to “translate” generalOSH
rules into the specific context of nanomaterials so as
tobecome rule-compliant. For example, sectoral busi-
ness associations or research institutions can organ-
ise workshops where knowledge is exchanged and
generated and, on this basis, guidance material can
be developed that facilitates rule compliance under
specific circumstances.
As such, we consider effective nanomaterials OSH

regulation to be focused on the processes of compli-
ance, namely activities that prepare compliancewith

19 Kai Savolainen et al., “Nanosafety”, supra, note 13.

20 Bärbel R. Dorbeck-Jung, “How can hybrid nanomedical products
regulation cope with wicked governability problems”, in Morag
Goodwin, Bert-Jaap Koops and Ronald Leenes (eds), Dimensions
of Technology Regulation (Nijmegen: Wolf Publishers, 2010),
pp. 63-84.

21 Graeme A. Hodge, Diana M. Bowman and Andrew D. Maynard
(eds), International Handbook on Regulating Nanotechnologies
(Massachusetts, US: Edward Elgar Publishing, 2010).

22 Carolyn Abbot, “Bridging the Gap – Non-state Actors and the
Challenges of Regulating New Technology”, 39(3) Journal of Law
and Society (2012), pp. 329-358.

23 Cary Coglianese, “Business Interest and Information in Environ-
mental Rulemaking”, in Michael E. Kraft and Sheldon Kamienieki
(eds), Business and Environmental Policy (Cambridge, MA: MIT
Press, 2007), pp. 185-210.

24 Hans Opschoor and Kerry Turner, Economic Incentives and
Environmental Policies: Principles and Practice (Dordrecht: Kluw-
er Academic Publishers, 1994).
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the employer legal obligation to carry out risk assess-
ment for chemicalshandledbyemployees.While reg-
ulatees, i.e. industry, are likely to participate in these
processes (in order to achieve compliance), regula-
tors may also participate as they can use newly gen-
erated knowledge to ensure that science-based OSH
rules are in place.

III. Network Governance

The network governance literature provides useful
approaches for the analysis of learning in collabora-
tive activities in the context ofnanomaterials because
it describes processes of collaboration aimed at solv-
ing complex policy problems having at least two di-
mensions of uncertainty: Firstly, due to insufficient
knowledge the problem, including potential solu-
tions, cannot be defined clearly leading to substan-
tial uncertainty. Secondly, uncertainty stems from
thepresence ofmany actors, eachpursuing their own
goals and strategies for how to deal with the prob-
lem.25 In other words, actor behaviour takes place in
complex “games” of collaboration.26

In the case of nanomaterials, for example, there is
insufficient knowledge on validated methodological
requirements in toxicity testing and in exposure
monitoring under real-life conditions. Accordingly,
there is a need to extend the existing knowledge base.
In addition, many private and public actors – chem-
ical business associations, companies, regulatory
agencies, (federal) research institutes, academia, con-
sultancies, labour unions, non-governmental organi-
sations, social accident insurers – are actively en-
gaged in the OSH debate regarding nanomaterials.27

The diversity of actor groups leads to complex and
uncertain strategic games.
In order to decrease substantial uncertainty it is

necessary to deploy key resources from the collabo-
rators (e.g. skills, knowledge, decision-making au-
thority). Key resources are exchanged and negotiat-
ed according to general and individual actor strate-
gies. As such, collaboration is organised around rela-
tions of resource dependency.28 Collaboration is suc-
cessful, i.e. creates scientific consensus, when re-
source exchange enables the development of mutu-
al perceptions and agreements based on which com-
mon action and joint solutions are realised.29

The problem of effective nanomaterials OSH reg-
ulation canbe characterised as a network governance

problem: many actors from industry, regulatory
agencies and others show an interest in cooperating
with the goal of protecting the safety and health of
employees who handle nanomaterials.30 Crucial re-
sources include scientific data/knowledge on nano-
materials handled in workplaces and decision-mak-
ing authority in the area of OSH. The collaborators
depend upon one another in the sense that regula-
tors require sound scientific data to ensure science-
based rules,while industry depends on regulators be-
cause only they have the authority to set (new and
possibly stricter) regulation and legislation that busi-
nesses need to comply with.
Analysing collaborative network activities re-

quires acknowledging that networks are not static
entities; rather, they are dynamic in character with
collaboration and negotiation being an ongoing
process. In order to deal with this element of dy-
namism, the network governance literature concep-
tualises the process of collaboration in “rounds” of
interaction and negotiation between actors. Prob-
lems and solutions are relevant to processes of nego-
tiation if actors perceive and articulate them as
such.31 When actors mutually adjust their positions
during processes of deliberation, negotiation paves
the way for decision-making directed at making
progress towardssolvingacertainproblem.Decision-
making may be studied on three levels of analysis:
the actor, the game, and the network.32

To conduct an actor analysis means formulating
a concrete problem identity based on the identifica-
tion of key actors in a network, their positions as to
the problem definition and potential solutions, and

25 Johannes F.M. Koppenjan and Erik-Hans Klijn, Managing Uncer-
tainties in Networks. A network approach to problem solving and
decision making (London: Routledge, 2004).

26 Fritz W. Scharpf, Games real actors play; actor-centered institu-
tionalism in policy research (Boulder, US: Westview Press, 1997).

27 Reichow, Effective Regulation, supra, note 2.

28 Fritz W. Scharpf, “Interorganizational policy studies: issues,
concepts and perspectives”, in Kenneth Hanf and Fritz W. Scharpf
(eds), Interorganizational Policy Making; Limits to Coordination
and Central Control (London: Sage, 1978).

29 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

30 Aline Reichow and Bärbel Dorbeck-Jung, “Discovering specific
conditions for compliance with soft regulation related to work
with nanomaterials”, 7(1) NanoEthics (2013), pp. 83-92.

31 Geert R. Teisman, Complex decision-making, a pluricentric view,
3rd ed. (The Hague: Vuga, 1998).

32 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.
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their resource dependencies in relation to the prob-
lem situation.33 Dependence among actors is influ-
enced by their willingness, or interest, to share re-
sources in the network to help dealingwith the prob-
lem of content uncertainty in relation to the prob-
lem.34

The second, or game, level of analysis considers
the process of interaction between the collaborators.
It enables to understand potential stagnation in the
course of negotiation processes thatmay prevent col-
lective action in view to reaching decisions.35 It may
occur that actors realign their strategies and goals
during the process of negotiation as a consequence
of stagnation or blockades.36 Stagnation and block-
ades may have a substantive (knowledge) and a so-
cial component. Understanding the cause(s) of asym-
metry between actors facilitates the development of
strategies for overcoming stalemate and for continu-
ing collaboration.
In the network level of analysis, the rules of behav-

iour that structure interaction and decision-making
actors are identified and investigated by considering
the institutional context.37 Formal (legal) and infor-
mal rules of behaviour that frame interaction
processes are examined and how these rules might
change over time. On this basis, new rules may be
developed to structure andcoordinate specific behav-
iour in the network.

IV. Analytical Categories and
Application to the Case of
Nanomaterials in Germany

Basedon the foregoing section,we cannowdistil spe-
cific analytical categories that provide us with con-

ditions for the study of learning processes in net-
works. The underlying argument is that actors who
share specific resources during processes of collabo-
ration can mutually learn from each other how to
deal with the wicked problem, i.e. how to improve
existing risk assessment frameworks for nanomate-
rials.
Learning refers to a sustainable increase in shared

knowledge and methods between the collaborators.
Learning is the overarching category for the analysis
of collaborative activities and is broken down into
three specific analytical categories. These take the
form of three types of learning in the areas of con-
tent (substantive learning38), process (strategic learn-
ing), and network (institutional learning).39

While this proposed differentiation is useful it
needs to be acknowledged that the three learning
types are not yet sufficiently operationalised by Kop-
penjan and Klijn in order to allow for empirical in-
vestigations. Therefore, the author’s general ideas are
used as a starting point for finding conditions under
which learning can emerge. By drawing selectively
on additional theoretical and (where available) em-
pirical studies on networks and the learning types
conditions are proposed under which learning in
view to the problem of nanomaterials risk assess-
ment can emerge (see Table 1). The conditions are ap-
plied to the case of nanomaterials OSH in Germany.
Here, an analysis ismade of activities directed at con-
tributing to effective nanomaterials OSH regulation
in the case of one collaborative network, initiated by
a chemical business association. Specifically, the
analysis focuses on collaborative activities of the Ger-
man Chemical Industry Association (VCI) between
2003 and 2014. In total seven activities that are sup-
ported by publicly available (policy) documents are
investigated.40

1. Substantive Learning

a. Theoretical Framework

Substantive learning refers to gaining increased
knowledge and insight about the nature, cause and
effects of the problem of nanomaterials risk assess-
ment, potential solutions, and their consequences.
During this process multiple scientific insights and
actor interests are deliberated and negotiated result-
ing in common agreements. Two forms of substan-

33 Ibid.

34 Ibid.

35 Ibid.

36 Elinor Ostrom, Governing the Commons. The Evolution of
Institutions for Collective Action (Cambridge: Cambridge Univer-
sity Press, 1990).

37 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

38 Instead of using the original term “cognitive learning” used by
Koppenjan and Klijn, we use the term “substantive learning” for
reasons of clarity.

39 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

40 For detailed information on the collaborative activities of the VCI
network, see Reichow, Effective Regulation, supra, note 2. All
case-related data in this article is based on Reichow.
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tive learning can be distinguished: joint image build-
ing and goal intertwinement.41 The former is accom-
plished when interaction and scientific research be-
tween e.g. companies, business associations and pol-
icy-makers allows the actors to agree both on a spe-
cific problem related to nanomaterials risk assess-
ment and on the potential consequences of proposed
solutions.When researchhasbeen conductedbut the
key actors do not agree on its meaning and signifi-
cance, superfluous knowledge emerges: knowledge
is generated but does notmove forward the problem-
solving process and therefore increases uncertain-
ty.42 Joint image building requires deliberation and
negotiated knowledge, namely the agreement about
insights based on research findings that are scientif-
ically defensible. The solution that is agreed upon en-
ables considerable improvement of an existing situ-
ation for most actors.
On this basis, the key characteristic of substantive

learning is scientific expertise to be studied bymeans
of four conditions that are assumed to build on each
other in the described sequence. When more than
half of the conditions for a learning type are met we
can speak of “strong” learning. When less than half
of the conditions aremet “limited” learning emerges.
Hence, not all of the conditions need to be met in or-
der for learning to emerge.
Substantive learning in regard to making risk as-

sessment applicable for nanomaterials is, first, as-

sumed to be possible only when “relevant actors col-
laborate”. Relevant actors are those who bring re-
sources into the collaboration that are essential for
solving theproblemathandand cannot easily be sub-
stituted.43 Here, actors are relevant when they hold
the crucial resource scientific (risk) data and knowl-
edge relating to nanomaterials, which is necessary
for solving the problem of nanomaterial risk assess-
ment. Furthermore, when actors hold the resource
decision-making authority they are considered rele-
vant because they can decidewhich solutions regard-
ing the problem of nanomaterials OSH are to be im-
plemented into rulemaking.
Second, when these actors “exchange their knowl-

edge and (risk) data” with other network collabora-
tors a basis for meaningful deliberation and negoti-
ation of scientific insights in view to conducting risk
assessment for nanomaterials can be established.
Third, when such deliberations and discussions

lead to an “increased understanding of how to deal
with core problems related to nanomaterials risk as-
sessment”, another step towards substantial learning
is realised.

41 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

42 Odette van de Riet, Policy Analysis in Multi-actor Policy Settings
(Delft: Eburon, 2003).

43 Scharpf, Interorganizational policy, supra, note 27.

Table 1: Analytical categories and conditions for the evaluation of effective nanomaterials OSH regulation.

LEVEL ANALYTICAL CATEGORY CONDITIONS

Actor level Substantive learning
Characteristic:
Scientific expertise

1. Relevant actors collaborate
2. Exchange of knowledge and (risk) data
3. Increased understanding of how to deal with core problems relat-
ed to nanomaterials risk assessment
4. Generation of novel scientific facts

Game level Strategic learning
Characteristic: Trust

1. Meetings over a longer period of time
2. Intensified actor relations
3. Reliance among collaborators
4. Realisation of common goals
5. Disagreement among collaborators is addressed
and solved
6. Development of additional collaborative activities

Network level Institutional learning
Characteristic: Rules

1. Development of informal agreements
2. Design of soft rules of behaviour
3. Soft rules become hardened
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Finally, with the “generation of novel scientific
facts” to help make (aspects of) traditional risk as-
sessment applicable for nanomaterials, substantial
learning is achieved. The actors have a fundamental-
ly better understanding of core problems as com-
pared to the situation prior to collaboration. New sci-
entific facts can relate, for instance, to knowledge on
the risk characterisation of certain nanomaterials.
Next, the analytical conditions are applied to the case
of nanomaterials in Germany to investigate learning
processes in the collaborative activities initiated by
the VCI.

b. Application to the Case of Nanomaterials

In the VCI-initiated collaborative activities between
2003 and 2014, all four analytical conditions of sub-
stantive learning were met leading to “strong” learn-
ing. With regard to the first condition, relevant ac-
tors have collaborated, i.e. those actors who held the
resources knowledge or decision-making authority
related to nanomaterials OSH. These included staff
and member companies of the VCI and another as-
sociation, representatives of two regulatory agencies
(the Federal Ministry of Labour and Social Affairs
(BMAS), and the Federal Ministry of Education and
Research (BMBF)), two federal research institutes
(the Federal Institute for Occupational Safety and
Health (BAuA) and the Federal Institute for Risk As-
sessment (BfR)), and various scientists from acade-
mia. In workshops, topically oriented meetings, con-
ferences, and internal working group meetings, the
collaborators exchanged risk-relevant knowledge.
The exchanged knowledge took the form of aggre-
gate data (i.e. cumulative information), general expe-
riences, and published state-of-the-art data. Knowl-
edge was also exchanged in the form of raw data.
Through this knowledge exchange, the collaborators
gained an increased understanding of specific as-
pects related to (human) toxicological aspects of (spe-
cific)nanomaterials, exposuremeasurement technol-
ogy/control, and the characterisation of risks associ-
ated with nanomaterials generally. On this basis,

many new scientific facts that were relevant formak-
ing various aspects of risk assessment applicable to
eleven types of nanomaterials were generated and
published in peer-reviewed scientific journals. Based
on these findings, the research project NanoCare
(2005) was tailored and funded by the BMBF.

2. Strategic Learning

a. Theoretical Framework

Strategic learning refers to the quality of interaction
in the process of collaboration and is evaluated by
the key characteristic trust. We speak of strategic
learning when network actors develop a growing ca-
pacity to collaborate despite pursuing different indi-
vidual goals.44When actors with individually differ-
ent backgrounds and beliefs work together towards
the common goal of ensuring health and safety at
workplaceswhere nanomaterials are handled, differ-
ent points of view come together how to reach this
goal. Naturally, interaction in networks implies that
individual actor goals and strategies diverge from
each other and from the overall network goal, which
may lead to disagreement and conflict. When such
conflict is not addressed and solved, goal divergence
can lead to blockades and stagnation in collabora-
tion. But when disagreement between actors is ad-
dressed openly and solved to the overall satisfaction
of collaborators, actors learn that others in the net-
work can be trusted to act in view to the common
network goal, even though they may have different
individual opinions on specific issues45. Under these
circumstances actors are willing to accept certain
risks, in terms of personal loss, because they trust
that other actors will refrain from opportunistic be-
haviour where there is an opportunity for such be-
haviour.
The literature on trust is still fragmented and does

not provide clear answers how trust among network
collaborators develops and progresses over time.
Lewicki et al. (2006) state that “most of the empirical
trust research is characterised by static, ‘snapshot’
studies that measure trust at a single point in time
(…) they provide limited insight into the dynamic na-
ture of the growth anddecline of trust over timewith-
in interpersonal relationships”.46 In line with the au-
thors’ call for researchon thedynamicnature of trust,
in this article trust is conceived of in different forms,

44 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

45 Ibid.

46 Roy J. Lewicki, Edward C. Tomlinson and Nicole Gillespie,
“Models of Interpersonal Trust Development: Theoretical Ap-
proaches, Empirical Evidence, and Future Directions”, 32(6)
Journal of Management (2006), p. 992.
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which emerge anddevelop over time.47As such, trust
is rated along various indicators of different stages:
trust begins at a calculative stage, initiated by repu-
tation or structures that reward trustworthiness.
Trust grows with increased knowledge of others and
when collaborators develop shared values or emo-
tional bonds. Trust declines when positive expecta-
tions of others are disappointed. Although we will
briefly touchupon the relationshipbetween trust and
distrust, due to limited space in this article the main
focus is on understanding how trust, rather than dis-
trust, develops over time. Hence, for in-depth discus-
sions of distrust other authors need to be consulted.48

The literature points to three basic characteristics
of trust: risk, expectation and vulnerability. Trust
refers to vulnerability because actors who trust each
other put themselves willingly into a vulnerable po-
sition. They expect that other actorswill refrain from
opportunistic behaviour even though the opportuni-
ty for it may emerge.49 As they do not have a guar-
antee that such opportunistic behaviour will not
arise, they take a certain risk that other actors do not
behave as expected50 while having the fundamental
belief that actors take each other’s interests into ac-
count in the process of collaboration.51 In other
words, actors trust that other actors (the trustees)will
respect their interests as “trustor”.52

Trust relates to feelings or perceptions as well as
to a rational evaluation or reasoning why and when
other people might (not) be trustworthy. Trustwor-
thiness is defined as the ability and willingness to
take into account not only material self-interest but

also more altruistic motives like loyalty, justice or le-
gitimate conduct.53

To analyse strategic learning in collaborative net-
works, six conditions are derived from the trust lit-
erature. These conditions are assumed to, partly,
build upon each other in the following order: First,
building and maintaining trust among collaborators
requires “meetings over a longer period of time”. Var-
ious studies support the idea that trust develops slow-
ly over time because collaborators need to become
familiar with each other through personal interac-
tion and experiences.54 55 The literature does not
specify what “meetings over a longer period of time”
practically means but mentions that they are not
“one-time-only affairs”.56 Little is known about how
much time is necessary for trust to develop and how
trust develops over time.57

Second, based on meetings over a longer period
of time, “intensified actor relations” are a pre-condi-
tion for trust to develop. Actor relations become in-
tensified when collaborators get to know each other
better and become familiar with one another. Based
on (past) experiences in processes of interaction,
trust can develop.58 Thus, having more information
about collaborators available from personal interac-
tion is important for trust to be build. In addition,
such information may be derived from impersonal
or second-hand information on collaborators, e.g.
their reputation based on recommendations or a
“good name” in professional journals.59

Third, after actors have intensified their relation-
ships, “reliance among collaborators” may develop.

47 E.g. Roy J. Lewicki and Barbara B. Bunker, “Developing and
maintaining trust in work relationships”, in Roderick M. Kramer
and Tom R. Tyler (eds), Trust in organizations: Frontiers of theory
and research (Thousand Oaks: Sage, 1996), pp. 114-139; Debra
L. Shapiro, Blair H. Sheppard and Lisa Cheraskin, “Business on a
handshake”, 8(4) Negotiation Journal (1996), pp. 365-377.

48 E.g. Roderick M. Kramer, “The sinister attribution error: Paranoid
cognition and collective distrust in organizations”, 18(2) Motiva-
tion and Emotion (1994), pp. 199-230.

49 Mari Sako, “Does trust improve business performance?”, in
Christel Lane and Reinhard Bachmann (eds), Trust within and
between organizations: Conceptual issues and empirical applica-
tions (Oxford, UK: Oxford University Press, 1998), pp. 88-117.

50 Simon Deakin and Frank Wilkinson, “Contract law and the
economics of interorganizational trust”, in Christel Lane and
Reinhard Bachmann (eds), Trust within and between organiza-
tions: Conceptual issues and empirical applications (Oxford, UK:
Oxford University Press, 1998), pp. 146-172.

51 Bart Nooteboom, Trust: Forms, Foundations, Functions, Failures
and Figures (Cheltenham: Edward Elgar, 2002).

52 Bart Nooteboom, Management van Partnerships (Schoonhoven:
Academic Service, 2000).

53 Bart Nooteboom, Trust and innovation (Tilburg: Tilburg Universi-
ty, 2010).

54 Jurian Edelbos and Erik-Hans Klijn, “Trust in complex decision-
making networks. A theoretical and empirical exploration”, 39(1)
Administration & Society (2007), pp. 25-50.

55 Scott B. Droege, Jonathan R. Anderson and Matthew Bowler,
“Trust and organizational information flow”, 9(1) Journal of
Business and Management 9(1), pp. 45-59.

56 Robert Axelrod, The evolution of cooperation (New York: Basic
Books, 1984).

57 D. Harrison McKnight and Norman L. Chervany, “Reflections on
an initial trust-building model”, in Reinhard Bachmann Akbar
Zaheer (eds), Handbook of Trust Research (Cheltenham, UK:
Edward Elgar, 2006), pp. 29-51.

58 Ranjay Gulati, “Does Familiarity Breed Trust? The Implications of
Repeated Ties for Contractual Choice in Alliances”, 38(1) Acade-
my of Management Journal (1995), pp. 85-112.

59 John J. Gabarro, “The development of trust. Influence and expec-
tations”, in Anthony G. Athos and John J. Gabarro (eds), Interper-
sonal behavior: communication and understanding in relation-
ships (Englewood Cliffs, NJ: Prentice-Hall, 1978), pp. 290-303.
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Reliance is a sign that trust has begun to emerge. Re-
liance refers to two elements: predictability and con-
trol of others’ behaviour in a network. In regard to
the former aspect, reliance refers to consistency of
other actors’ behaviour.60 Hence, actors know each
otherwell based on personal experiences and believe
that others will adhere to agreements that have been
made formally or informally.61But this belief is adap-
tive: when trust among collaborators is betrayed, be-
haviour becomes less predictable and actors realign
relationships towards greater levels of control.While
trust and control are substitutes, they also are com-
plements62 since “complete” trust, e.g. by a govern-
ment that regulatees will comply with existing rules,
is impossible, and where trust ends control is need-
ed. Conversely, “complete” control is impossible and
where control ends, trust is needed. Concomitantly,
more trust allows for less control.63

Fourth, the “realisation of common goals” of the
network serves as an indicator that collaborators
have developed relationships of trust–rather than as
the next step in the development of trust once re-
liance has emerged among collaborators. When ac-
tors can coordinate their activities by giving prefer-
ence to the achievement of common network goals
rather than their own individual goals, trust is
present; thecollaboratorsact in thiswaybecause they
expect that such a situation will not be used against
themorwill result in opportunistic behaviour by oth-

er network actors.64 On the contrary, when certain
network actors try to realise their individual or per-
sonal goals at all cost and to the disadvantage of the
commonnetworkgoal(s), blockadesandconflicts can
emerge that hinder collaboration and may even lead
to distrust among collaborators.65

Fifth, trust can grow strongerwhen “disagreement
among collaborators is addressed and solved”. Any
kind of disagreement can affect interaction among
collaborators. While disagreement can lead to con-
flicts and blockades in processes of collaboration,
such situations can also mark the beginning of im-
proved cooperation.66 For when conflicts are solved
to the broad satisfaction of the network actors, for
instance through reaching a consensus that is bear-
able for most actors, collaborators can develop a
strong expectation that also future conflict can be
handled adequately.67 When conflicts among actors
cannot be solved but remain an issue that hinders
collaboration, discrepancy is nourished, which can
feed stalemate in the process of cooperation thereby
leading to weakened trust among actors. Weakened
trust may be visible in that actors engage less active-
ly in debates than they used to. Weakened trust may
also lead to distrust.
Distrust is defined as lack of confidence in the oth-

er, a concern that the other may act so as to harm
one, that he does not care about one’s welfare or in-
tends to act harmfully, or is hostile.68 Distrust does
not necessarily lead to the termination of collabora-
tion but can also lead actors not to share new re-
sources that are relevant for the network. One com-
ponent of distrust is suspicion, which describes a sit-
uation in which an actor entertains multiple, possi-
bly rival hypotheses about another person’s genuine-
ness or goodwill regarding cooperation.69 It has been
acknowledged that it is probably common within
complex relationships to have some combined level
of trust and distrust rather than simply – or purely
– trust or distrust.70 Distrust is not necessarily ‘neg-
ative’ because it can generate appropriate stances to-
wards institutions throughvigilance, as a component
of resilient organisations in societies.71 Distrust may
also help to prevent ‘capture’72 of regulators by the
interests of industry, who then no longer act in the
interest of society.73

Capture and corruption are fostered by the very
same conditions that foster cooperation, namely
through ongoing relationships between businesses
and regulators, and through regular repetition of en-

60 Ibid.

61 Erik-Hans Klijn, Jurian Edelbos and Bram Steijn, “Trust in Gover-
nance Networks: Its Impacts on Outcomes”, 42(2) Administration
& Society (2010), pp. 193-221.

62 Rosalinde Klein Woolthuis, Bas Hillebrand and Bart Nooteboom,
“Trust, contract and relationship development”, 26(6) Organiza-
tion Studies (2005), pp. 813-840.

63 Nooteboom, Trust and innovation, supra, note 52.

64 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

65 Ibid.

66 Ostrom, Governing the Commons, supra, note 35.

67 Edelbos and Klijn, Trust, supra, note 53.

68 Trudy Govier, “Is it a Jungle out there? Trust, distrust, and the
construction of social reality”, 33 Dialogue (1994), pp. 237-252.

69 Roderick M. Kramer, “Trust and distrust in organizations: emerg-
ing perspectives, enduring questions” 50 Annual Review of Psy-
chology (1999), pp. 569-598.

70 Lewicki et al., Models of Interpersonal Trust, supra, note 45.

71 Susan Shapiro, “Policing trust”, in Clifford D. Shearing and Philip
Stenning (eds), Private Policing (Thousand Oaks, CA: Sage, 1987.

72 The concept of capture was originally coined by Stigler (1971).

73 Reichow, Effective Regulation, supra, note 2.
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counters with the same individuals. Capture can be
prevented while the advantages of cooperation are
secured through continued efforts to engage civil so-
ciety groups. “Tripartism”74 refers to the empower-
ment of public interest groups (e.g. non-governmen-
tal organisations) through ensuring access to infor-
mation about regulatory deals. This can even include
granting them the ability to punish regulators that
fail to punish non-compliant firms and to punish
firms themselves.75 It can be argued that capture is,
to someextent, “natural” becausepeople’s affiliations
and jobs often change over time, making it difficult
to act in the interest of one party alone. It is not un-
common for industry representatives to move into
government and for regulators to move from regula-
tory agencies into industry (the idea of the “revolv-
ing door”). Under these conditions, a combined lev-
el of trust and distrust can help to deal with the re-
volving door.
Sixth, with the “development of additional collab-

orative activities” trust can grow stronger because
temporal continuity ensures stability in collabora-
tion.76 Likewise, it would appear that the organisa-
tion of new partnership activities indicates that past
and present relations are based on overall trust. How-
ever, new activities can also result in trust relations
becoming fragile or even breaking down when actor
expectations are not met or trust is damaged by op-
portunistic behaviour.77 Levels of trust and distrust
amongcollaboratorsmaychangewith continuingen-
counters and experiences, resulting in complex com-
bined levels of trust and distrust shaped by the spe-
cific context in which collaboration takes place.78

b. Application to the Case of Nanomaterials

In the collaborativeVCI activities, themajority of the
conditions of strategic learning were met, i.e. strong
learning emerged. Generally, ample opportunities
were provided to meet over a longer period of time
and to intensify the relationships among collabora-
tors. Between 2003 and 2014, face-to-face meetings
were organised on three to four occasions per year.
Most network actors participated in these meetings.
Additionally, the collaborators could intensify their
relations through the government-initiated NanoDi-
alog, through which approximately three meetings
were realised between 2006 and 2011.
TheNanoDialogwasorganisedby theFederalMin-

istry for the Environment, Nature Conservation,

Building and Nuclear Safety (BMUB). It was based
on a joint research strategy by various higher feder-
al authorities and aimed at enabling a broad stake-
holder debate on the responsible development of
nanotechnology. The topic of workplace health and
safety, including the (potential) risks of nanomateri-
als, was covered explicitly. Many actors in the VCI
network were represented at the NanoDialogue and
thereby had additional opportunities to intensify
their relationships.
As a result, the collaborators started to rely on each

other. The clearest indicator of this was that the net-
work members shared unpublished data and/or
knowledge in the group based on trust beyond con-
trol that others would not use such information for
their own advantage. Building on this foundation, it
was actually possible to realise common network
goals without this leading to clashes with particular
actors, who would have given preference to realising
their own individual goals. Thiswas possible because
an independentbodybalanced the realisationof com-
mon network and individual goals. As such, the non-
profit Society for Chemical Engineering and Biotech-
nology organised and steered meetings and discus-
sions in an impartial manner. No instances of goal
divergence or blockades in the collaborationwere ob-
served that would have weakened trust relations
among network collaborators. As various intervie-
wees pointedout, rather than leading to conflicts, dis-
agreements were welcomed by the participants as a
means of inducing lively discussions based onwhich
actors could agree on a compromise or accept dis-
agreement. Various actors initiated additional collab-
orative activities that emergedwithin–andwere con-
nected to–a broader web of government- and indus-
try-organised collaborative activities related to nano-
materials OSH.
While no apparent instanceswere apparentwhere

trust among particular actors wasweakened through

74 Ian Ayres and John Braithwaite, “Tripartism: Regulatory Capture
and Empowerment”, 16(3) Law & Social Inquiry (1991),
pp. 435-496.

75 Axelrod, The evolution of cooperation, supra, note 55.

76 Lynne G. Zucker, “Production of trust: institutional sources of
economic structure, 1840-1920”, 8(1) Research in Organisational
Behavior (1986), pp. 53-111.

77 Edelbos and Klijn, Trust, supra, note 53.

78 Lewicki et al., Models of Interpersonal Trust, supra, note 45.
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opportunistic behaviour, this does not imply that no
such instances could have existed. Likewise, no in-
stances of “capture” were observed.

3. Institutional Learning

a. Theoretical Framework

The third type of learning, institutional learning, aris-
es when the collaborators develop and communicate
agreements and rules of behaviour that support in-
teraction and make behaviour more predictable.79

Agreements and rules can be of two types: they can
structure, facilitate, and stabilise interaction among
relevant actors in a network so that actors know ac-
ceptable ways of acting under certain circumstances
(process-oriented agreements/rules). Agreements
and rules can also refer to practices on how to han-
dle nanomaterials at workplaces most safely based
on state-of-the-art science and instrumentation
(problem-oriented agreements/rules).80 The precur-
sor of full-fledged rules can be informal or ad hoc
agreements developed by actors during the process
of cooperation. Over time, these agreements can be-
comemore durable provisions like soft rules andpos-
sibly hard rules that change actor relations in a net-
work (an example of this development is provided
in the application of the conditions of institutional
learning to the case of nanomaterials).
Most often, soft rules concern rules of behaviour

that tell actors what ought to be done under certain
circumstances, and do not have legally binding
force.81 Actors follow soft rules voluntarily, even if
only as a result of social pressure to do so. Soft rules

can be set by both public and private bodies. While
state institutions often set soft regulation in form of
communications or recommendations, non-state or-
ganisations, such as business associations, frequent-
ly set soft rules in form of codes of conduct or guide-
lines. Soft rules can have an autonomous steering
role, but also adopt the roles of preparing the ground
forhard regulation–i.e. regulation that is legally bind-
ing, with non-compliance being backed by sanctions
throughenforcementagencies and/or the courts–and
contributing to the interpretation and implementa-
tion of hard regulation.82

Rather than perceiving soft and hard regulation
as dichotomic, this article considers gradations be-
tween the two. As such, we can think of soft and hard
regulation on a continuum on which soft rules can
‘harden’ through processes of formalisation. From a
sociology of law perspective, formalisation can occur
through the codification of soft rules in legal texts,
as well as through their linguistic expression by pub-
lic authorities. More specifically, sociology of law
scholars emphasise that law is closely tied to social
realms and practices; law does not merely encom-
pass written texts but as much its application with-
in social realms.83Accordingly,wemay speak of ‘law-
in-books’ (i.e. texts of the law such as judicial deci-
sions, commentaries or recommendations that for-
malise through codification) and ‘law-in-action’ (i.e.
linguistic expressions by legal professionals in social
reality that formalise through public authority).84

Taking a pragmatic approach to this conception in
this article soft rulesmaybecome ‘hardened’ through
formalisation: namely, through written reference in
texts of the law and/or through oral reference by pub-
lic authorities. For instance, a guideline developed by
industry for the safe handling of nanomaterials in
workplaces can become hardened through its recom-
mendation for use in a policy brief by a federal OHS
agency. In this way, rules become more durable and
possibly binding.
While hardened rules provide certainty that those

who follow the rules behave in the best possible way
under specific circumstances, they also level down
the playing field, i.e. regulated parties have less flex-
ibility to decide how to behave under particular cir-
cumstances. Typically, soft rules can play an impor-
tant role in risk and technology regulation due to
their open and flexible character that allows respond-
ing quickly to the dynamics of knowledge develop-
ment and facilitating adaptation to new insights in-

79 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

80 Koppenjan and Klijn (2004) do not use the terms “process-
oriented” and “problem-oriented” rules, nor do they make this
distinction between rules.

81 Linda Senden, Soft Law in European Community Law (Oxford:
Hart Publishing, 2004).

82 Aline Reichow and Bärbel Dorbeck-Jung, “How can we charac-
terize nano-specific soft regulation? Lessons from occupational
health and safety governance”, in Kornelia Konrad et al. (eds),
Shaping Emerging Technologies: Governance, Innovation, Dis-
course (Berlin: AKA, 2013), pp. 83-102.

83 Pierre Bourdieu, “The Force of Law: Toward a Sociology of the
Juridical Field”, 38 The Hastings Law Journal (1987), pp. 805-853.

84 Roscoe Pound, “Law in Books and Law in Action”, 44 American
Law Review (1910), pp. 12-36.
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to technological risks.85Under such conditions insti-
tutional learning can emerge, which shapes the rela-
tions among actors in the network for the long term.
As a result, institutional uncertainty in processes of
cooperation is reduced because actors and the net-
work become linked through explicit rules that facil-
itate interaction.
These relatively stable structures enable actors to

identify each other and to know about the modus
operandi of interaction with one another. In other
words, actors gain certainty about behaviour under
specific circumstances.86When actors commit to for-
malised rules, a network structure becomes more re-
sistant to conflicts among individual actors and the
rules themselves become durable.87

Thus, the key characteristic of institutional learn-
ing is rules. Rules decrease uncertainty in the net-
work because they provide guidance for actors un-
der specific circumstances. The development of rules
can be investigated by means of three conditions.
First, the “development of informal agreements”

among network actors can provide the foundation,
or pre-condition, for formalised rules in the future.88

Such informal agreements are based on unwritten
agreements that may be tacit or implicit, meaning
collaborators are not aware of them. Nevertheless,
these informal agreements guide their behaviour be-
cause network actors have come to converge percep-
tions and viewpoints over time.89 Unwritten agree-
ments can be both problem- and process-oriented.
Second, informal agreements can provide the foun-

dation for the “design of soft rules of behaviour”. Over
time informal agreements amongcollaboratorsmaybe
put inwriting and can develop into soft rules of behav-
iour, which tell actorswhat ought to be done under cer-
tain circumstances. As such, soft rules provide guid-
ance by suggesting appropriate activities and struc-
tures for actor behaviour.90 Soft rules–either process-
or problem-oriented–may take the form of codes of
conduct, guidance material or industry standards.
Third, “soft rules can become hardened” through

formalisation. Process-oriented soft rules may be-
come formalised through their development into
agreements like contracts or publicly available docu-
ments by public authorities. As such, uncertainty as
to the proper modus operandi among actors in col-
laborative processes is reduced. Thereby the collab-
orative network structures are stabilised. In contrast,
problem-oriented soft rules may become hardened
through codification of these rules in legal texts, as

well as through their linguistic expression by public
bodies with high authority in the political landscape.
The hardening aspect implies that rules can become
more durable over time thereby setting a certain reg-
ulatory standard. In effect, uncertainty as to theprop-
er modus operandi of regulatees–in this case compa-
nies that manufacture nanomaterials–in applying
risk assessment to nanomaterials is reduced. Actors
have learned how to apply (specific parts of) risk as-
sessment to nanomaterials. As such, an essential pre-
condition for compliance with OSH legislation is ful-
filled (i.e. the legal duty to provide safe workplaces
through conducting risk assessment for (potentially)
hazardous chemicals).

b. Application to the Case of Nanomaterials

In the VCI collaborative activities, all conditions of
institutional learning were met, i.e. strong learning
emerged. Various process- and problem-oriented
agreements were made during the collaborative ac-
tivities. Importantly, various problem-based agree-
ments were developed further into soft rules to sup-
port efforts tomake risk assessment applicable to cer-
tainnanomaterials. Someof these rules becamehard-
ened. For example, based on joint workshops initiat-
ed by the VCI and the Federal Institute for Occupa-
tional Safety and Health (BAuA) (2005, 2007), infor-
mal agreements were made to conduct a survey on
nanomaterials health and safety practices among
VCI member companies. The survey results were to
be used to develop the Guidance for Handling and
UseofNanomaterials at theWorkplace (2007) (which
was updated in 2011). The rules underlying the guid-
ance became hardened, i.e. formalised, through their
linguistic expression by public authorities and

85 Diana M. Bowman and Graeme A. Hodge, “Counting on codes:
An examination of transnational codes as a regulatory governance
mechanism for nanotechnologies”, 3 Regulation & Governance
(2009), pp. 145-164.

86 Koppenjan and Klijn, Managing Uncertainties, supra, note 24.

87 Christopher Hood and Michael Jackson, Administrative Argument
(Dartmouth: Aldershot, 1991).

88 Maurits Barendrecht et al. Trendreport Rulejungling. When
lawmaking goes private, international, and informal (The Hague:
HiiL, 2012).

89 Erik-Hans Klijn, “Rules as Institutional Context for Decision
Making in Networks: The Approach to Post-war Housing Districts
in Two Cities”, 33(3) Administration and Society (2001),
pp. 133-164.

90 Scharpf, Games real actors play, supra, note 25.
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through reference to them by a regulatory body in
documents that present the state-of-the-art on nano-
materials: first, therefore, the rules were discussed
extensively by policy representatives in the context
of the NanoDialog where they served as a resource
for the development of another soft regulation in-
strument. Second, the guidance was hardened
through take up by the Hazardous Substances Com-
mittee (AGS). The AGS advises the Federal Ministry
of Labour and Social Affairs (BMAS) and concretis-
es theHazardous SubstancesOrdinance. TheAGS re-
ferred to the BAuA/VCI guidance in a report (2010)
that reviewed the state-of-the-art of nanomaterials
OSH. On this basis, in 2013, the AGS developed the
Announcement on Hazardous Substances 527 with
advisory character in order to describe the state of
knowledge on nanomaterials OSH practices includ-
ing risk assessment. The Announcementmade refer-
ence to the BAuA/VCI guidance. Today, i.e. in 2016,
the AGS is discussing possibilities for developing the
Announcement into a Technical Rule for Hazardous
Substances (TRGS). When an employer follows a
TRGS with advisory character it is assumed that this
employer complies with OSH legislation. The em-
ployermaydecide toapplyanothermeasurebutmust
prove through the documentation of risk assessment
that this measure is equally effective. Considering
this process, the AGS has contributed to the harden-
ing of the soft instrument.
In this section an analytical framework was devel-

oped, and applied, that enables evaluating collabora-
tive activities as learning process towards effective
nanomaterials OSH regulation. In the VCI collabora-
tive activities the majority of the conditions for each
learning type were met. Hence these activities con-
tributed strongly to effectivenanomaterialsOSHreg-
ulation in Germany. A broad set of public and private
actor groups engaged in the debate to uncover the
potential humanhealth risksofnanomaterials. These
diverse actor groups succeeded to develop relation-
ships characterised by trust. On this basis, state-of-
the-art rules were developed and hardened that en-
able companies to handle nanomaterials in work-
places (more) safely.

V. Conclusions and Discussion

The argument brought forward in this article is that
learning is crucial to the process of effective technol-

ogy regulation under conditions of scientific uncer-
tainty. A process-oriented perspective was proposed
for the effective regulation of nanomaterials in the
OSH environment. Due to the uncertainty surround-
ing the potential health risks of certain nanomateri-
als, it is challenging for employers to comply with
their legal obligation to conduct risk assessment for
nanomaterials. In order to become rule-compliant,
the regulated parties need to learn continuously how
to apply general OSH obligations to the specificities
of certain nanomaterials. New knowledge, generated
through collaborative activities, is useful for regula-
tors to ensure science-based OSH rules aimed at pro-
tecting workers. When regulators collaborate with
the regulated parties in governance networks that
createwin-win situations for the involved actors,mu-
tual learning can emerge.
For theanalysishowcollaborative activities ingov-

ernance networks contribute to effective nanomate-
rials OSH regulation, an analytical framework was
proposed. Contribution to effective regulation is de-
termined by three types of learning: substantive
learning (scientific expertise), strategic learning
(trust), and institutional learning (rules). For each
learning type, conditions were identified under
which learning emerges.
The application of the analytical framework to the

case study of nanomaterials OSH in the German con-
text has tentatively indicated the usefulness of the
framework. The analysis highlighted the vast devel-
opment of Germany’s governance landscape related
to nanomaterials in the last decade. From an initial
state of abstract uncertainty regarding the potential
health risks of nanomaterials and how to manage
these risks, we have now entered amore pronounced
debate.Agrowingknowledgebasehaspaved theway
for the development of new approaches to the assess-
ment and management of the risks of specific nano-
materials. Diverse actor groups including regulators,
industry, and (federal) research institutes are partic-
ipating in this debate. Therebya complexgovernance
landscape is created in which there is a need to sat-
isfy individual and common interests and strategies
so as to ensure an ongoing learning process regard-
ing the health risks of nanomaterials and to be able
to translate these findings into regulation.
Given this complex “game” of collaboration, it

may be useful in the near future to have some sort
of steering in place to facilitate strategically sound
network collaboration. Network management is a
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form of steering on the meta-level to promote coop-
erative strategies, which may be aimed at facilitat-
ing interaction among actors91 or at creating or
changing structures to facilitate improved coordina-
tion.92 A network manager can be perceived as an
entity that functions as point of intersection within
a collaborative network and that takes up responsi-
bility naturally over time in the process of coopera-
tion. Network management can also be useful for
building and improving trust relationships among
actors.93

Asmentioned earlier, trust among network actors
seems to be crucial for collaborative processes. How-
ever, it may be necessary to caution against the de-
velopment of “too much” trust, i.e. “blind trust”,
among collaborators. This is the more relevant when
regulators cooperate with industry. Representatives
of industry can “capture” regulators through ongoing
relationships and regular repetition of encounters
with the same individuals.While no instances of cap-
ture were observed in the case study, this certainly
does not imply that capture did not in fact exist.
Rather, it would seem likely that capture was fore-
stalled through applying a form of tripartism, i.e. by
having the independent non-profit Society forChem-
ical Engineering and Biotechnology steer and organ-
ise discussions in an impartial manner.
To avoid capture, it may be “healthy” to have some

degree of distrust among actors in a network. Suspi-
cion, a component of distrust, can generate a sharp-
ened sense of vigilance towards collaborators, there-
by creating awareness among all network actors of
the need to prevent actions that are not in the pub-
lic interest. In this respect, it is important to better
understand how distrust and trust can co-exist
among collaborators without this leading to the ter-
mination of collaborative ties.
Research into how trust and distrust can co-exist

is also relevant in light of the relations between the
three learning types and the central role that trust
plays in them. Strategic learning appears to be a pre-

condition, and amplifier, of substantive learning.
When relationships among collaborators are charac-
terised by trust, collaborators are more likely to ex-
change relevant knowledge and information because
they are prepared to take risks and are more open to-
wards each other. This, in turn, can enhance prob-
lem-solving capacity and the potential for finding in-
novative solutions to regulatory challenges based on
newly generated knowledge. It can also be assumed
that strategic and substantive learning are pre-condi-
tions for institutional learning. When collaborators
trust each other and have succeeded in generating
new knowledge, this can pave the way for the devel-
opment of agreements and rules. This is likely as the
collaboratorshave thenecessaryknowledgeavailable
and they probably believe that these rules will not be
detrimental to them.
There is a need for empirical investigation of the

assumed importance of trust in collaborative activi-
ties. The proposed conditions for the trust develop-
ment process aremerely initial. Further specification
andvalidationareneeded.Accordingly, itmaybeuse-
ful to structure investigations by distinguishing be-
tween specific “stages” in trust development, for ex-
ample a pre-trust phase (antecedents of trust), a trust-
building and trust-maintenance phase, and a trust-
strengthening/weakening phase (consequences of
trust). Research of this kindmay help to improve our
understandingofwhat constitutes thesuccessfulness
of public-private networks. Overall, there is a need
for closer exploration of the limits and opportunities
that a governance network perspective can bring to
the field of regulation.

91 John K. Friend, John M. Power and Chris J.L. Yewlett, Public
Planning: The Inter-corporate Dimension (London: Tavistock,
1974).

92 Scharpf, Interorganizational policy, supra, note 27.

93 Michael McGuire, “Collaborative Public Management: Assessing
What We Know and How We Know It”, 66 Public Administration
Review (2006), pp. 33-43.


